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You can distribute the following freely for non-commercial use provided you retain the credit to me and periodically send me appreciative e-mails. 
(Appreciate e-mails are useful in promotion and tenure applications, eh!)
READER BEWARE - undergrads should read with caution - sometimes the advice re writing and analysis here contradicts what is advised in your courses.  Obviously you must follow the advice given in courses.  The discrepancies could be because 1) undergrad stats is an idealized version of reality whereas postgrads grapple with real data and publication pressure 2) statistical decision-making requires personal choices and different profs & practitioners may differ.
A wise practice for any write-up is to scan the intended publication outlet (the journal, other theses in the same lab, etc.) and try to find 3 or 4 examples of how the analysis has been written up before there.

What is standard ANOVA?

It is a technique whereby one or two categorical variables are used to ‘predict’ a continuous dependent variable.  Causality is inferred either on theoretical grounds (in the case of quasi-experimental variables, such as gender or ethnicity) or on the basis of random assignment to conditions in an experimental design.

Writing up standard ANOVA


A write-up for standard ANOVA with only one IV usually consists solely of text, which reports the design, the effect, and any follow-up comparisons.  E.g.:

· “A one-way between-groups ANOVA revealed that women (M=, SD=) had higher levels of estrogen than men (M=, SD=), F()=, p=, eta2p=.”

· “A one-way within-participants ANOVA revealed that before the test participants had higher levels of anxiety (M=, SD=) than afterwards (M=, SD=), F()=, p=, eta2p=.”

· Nb throughout this file I don’t bother with formatting – M, SD, F and p are italicised (in APA) and eta2p (for partial eta2) becomes η2p . You would also need to fill in the #s, obviously!

If there are two groups the effect reveals the significance of the difference between the groups.  Follow-up comparisons are needed only if there are more than two groups.  Usually you would put them in a separate sentence.  Generally with pairwise comparisons people only bother reporting the p values, not the underlying t.
· “A one-way between-subjects ANOVA revealed a significant effect of ethnicity, F() =,p=, eta2p=.  Follow-up pairwise comparisons revealed that White/European Australians (n=;  M=, SD=) had higher levels of depression than Asian Australians (n=; M=, SD=), p=.  Aboriginal Australians had high levels of  depression (n=; M=, SD=) but were not significantly different from either group (ps > ), because of the high variability. ”

· “A one-way within-subjects ANOVA revealed a significant effect of time, F() =,p=, eta2p=.  Planned contrasts were used to compare each time point with the average of the preceding points.  The Time 2 measure (M=, SD=) differed from the Time 1 measure (M=,SD=), p=, but the Time 3 measure (M=, SD=) did not differ from the average of Time 1 and 2 (M=, SD=), p=.”


A write-up for standard ANOVA with two IVs usually consists includes a table of means and standard deviations by condition, plus the text.  The text reports the design (i.e., between-groups, within-participants, or mixed), as well as each IV (name, levels, whether it is between or within).  The text then reports the effects (2 main effects plus an interaction), and any follow-up analyses decomposing the interaction (simple effects + simple comparisons) or main effects with more than 2 levels (main effect comparisons).  If there is a significant interaction, the interaction is also often shown in a graph, which sometimes replaces the Table and sometimes is included as well as the Table.  E.g.:

· “A two-way ANOVA was conducted with gender (male vs female) and ethnicity (White/European Australian vs. Asian Australian vs. Indigenous Australian) as two between-groups independent variables.  Table 1 reports the means and standard deviations by condition.  It was found that women (M=, SD=) had higher levels of estrogen than men (M=, SD=), F()=, p=, eta2p=.  However, there was no effect of ethnicity on estrogen level, F(), p=, eta2p=, and no significant interaction, F(), p=, eta2p=.”

· “A two-way mixed ANOVA was conducted with gender (male vs female) as a between-groups variable and time of test (midterm versus final exam) as a within-participants variable.  Table 1 reports the means and standard deviations by condition.  Overall women (M=, SD=) had lower levels of anxiety than men (M=, SD=), F()=, p=, eta2p=, eta2p=, and anxiety was higher for the final exam (M=, SD=) than the midterm exam (M=, SD=).  However, these effects were qualified by a significant interaction, F(), p=, eta2p=.  Simple effects of time for men and women revealed that the increase in anxiety for the final exam was stronger for women, F=, p=, eta2p=, though it was also significant for men, F=, p=, eta2p=.   This interaction is depicted in Figure 1.”
· The graph shows the simple effects of the IV at high and low levels of the moderator.  Because the IVs in ANOVA are categorical moderator, technically you should have bar graphs, not line graphs.  

How to do this in SPSS

1. Look at the variables.  Consider intercorrelations among measured IVs especially.
2. Run the omnibus tests.  Choose IV and moderator if there is a significant interaction.
3. Test simple effects and follow-up comparisons if necessary.

1. Use analyse > descriptive > frequencies to get descriptive statistics and histograms for the data.  Have a look for errors and violations of assumptions.  Never skip this step.  Note the uncentered means and standard deviations here are informative but don’t have listwise deletion.  
FREQUENCIES

  VARIABLES=iv1 iv2 dv1 dv2 

  /STATISTICS=STDDEV MINIMUM MAXIMUM SEMEAN MEAN MEDIAN SKEWNESS  SESKEW

  KURTOSIS SEKURT

  /HISTOGRAM

  /ORDER=  ANALYSIS .

Run this syntax.  Correct any errors such as out-of-range data.

If your IVs are experimental and you have equal n, they will be uncorrelated.  However, if you have a quasi-experimental design with measured variables like gender or nationality unequal n is extremely common.

1. Use Analyze > Correlate > Bivariate

2. enter all ivs and DVs

3. click options > “Exclude cases listwise” and in the same window “Means and standard deviations” > continue

4. click paste

CORRELATIONS

  /VARIABLES= iv1 iv2 dv1 dv2 

  /PRINT=TWOTAIL NOSIG

  /STATISTICS DESCRIPTIVES

  /MISSING=LISTWISE .

A rule of thumb is that if any 2 ivs are correlated more than .3, you may want to drop one of them or combine them.  Leaving correlated IVs as “independent” predictors can lower power but also introduce instability so you get significant results that don’t replicate (and possibly make no sense!).   Instability of results for interactions is exacerbated by correlated IVs.  Moreover, in some cases you will have extremely unequal n – whenever the cell sizes differ by more than 3 to 1, you should consider dropping one of the correlated IVs (and/or the low n cells).  See Tabachnick and Fidel on this point.
********************************************************************

*SYNTAX FOR a between groups design
********************************************************************

Analyse > General Linear Model > Univariate ; 
· enter DV and IVs ; 
· click on options.  Using the mouse, highlight the IVs and their interaction in the “Factors and factor interaction(s)” and use the arrow to copy them into the the “Display means for” box.  Tick on “Compare main effects”.
· Still in the options, tick on Display Descriptive statistics, estimates of effect size, observed power, and homogeneity tests.

· If you have more than 2 levels of any factor, go to post hoc and pick one (e.g., Games-Howell Tukey is a good post hoc test that can deal with heterogeneous variance).

· Hit paste.

*Example syntax with dv chooseig and 2 ivs, strength and salience:
UNIANOVA

  chooseig BY strength salience 

  /METHOD = SSTYPE(3)

  /INTERCEPT = INCLUDE

  /EMMEANS = TABLES(OVERALL)

  /EMMEANS = TABLES(strength) COMPARE ADJ(LSD)

  /EMMEANS = TABLES(salience) COMPARE ADJ(LSD)

  /EMMEANS = TABLES(strength*salience)

  /PRINT = DESCRIPTIVE ETASQ OPOWER HOMOGENEITY

  /CRITERIA = ALPHA(.05)

  /DESIGN = strength salience strength*salience  .

*Put the cursor in the syntax and hit control r or click on the little arrow in the syntax window to run the syntax.  You report the omnibus tests from this main analysis (“Tests of between-subjects effects” table contains F, p value, and partial eta2p).  And you should pause to look at the descriptive stats table and the Levine’s test to see if you have extremely unequal n (some cells 3 x as big as other cells) or heterogenous variance.  If so, it can result in lower power and/or instability.  But normally no one reports this.

If you have any significant main effects, you can look at the tables of estimated marginal means for the means and pairwise comparisons.  The latter can be reported if there are more than 3 means, but for manuscripts its better to use post hoc tests or planned comparisons because of the increased alpha (Type 1 error) which can arise with high #s of pairwise comparisons.
If there is a significant interaction, on the line in the syntax for the interaction marginal means table simply add the phrase “compare(ivname)” referring to the IV in which you are interested.  The other IV then becomes the moderator.  If you then go to the section in the estimated marginal means for the interaction, you will find the cell means and (in the ‘univariate tests’ section) tests of the simple effects of key IV.


For example, using the syntax below will output tests of the simple effects of the variable strength for each level of salience.  

UNIANOVA

  chooseig BY strength salience 

  /METHOD = SSTYPE(3)

  /INTERCEPT = INCLUDE

  /EMMEANS = TABLES(OVERALL)

  /EMMEANS = TABLES(strength) COMPARE ADJ(LSD)

  /EMMEANS = TABLES(salience) COMPARE ADJ(LSD)

  /EMMEANS = TABLES(strength*salience) compare(strength)
  /PRINT = DESCRIPTIVE ETASQ OPOWER HOMOGENEITY

  /CRITERIA = ALPHA(.05)

  /DESIGN = strength salience strength*salience  .

You would then report the simple effects in text.  E.g., with one imaginary set of results we might report “Simple effect tests for strength revealed that in the group salience condition, high perceived strength resulted in higher intentions to act (M=3.00, SD=) compared to the low strength condition (M=, SD=), F=,p=,eta2p=, whereas in the low perceived salience condition the strength groups did not differ (MHigh S=4.00, SD=; MLow S=4.00, SD=; F()=, p=, eta2p=.” 

If it gets much more complex than that, you might simply refer readers to the table of means and standard deviations, which would indicate differences among the means with subscripts and just report the tests.  “Simple effect tests for salience at each level of strength revealed that the salience conditions differenced in both the low strength condition, F=,p=,eta2p=, and the high strength condition, F=,p=,eta2p=.  As may be seen in Table 1, for high strength, the high salience group was significantly different from the low salience group, but the moderate salience condition was intermediate and did not differ significantly from either.  For the low strength condition, the high salience group was significantly different from the moderate and low salience groups, which did not signfiicantly differ from each other.”
NB that the simple effect tests in the syntax above use a pooled error term, which maximises your power.  However, if you have heterogeneous variance, it is also permissible to split the file and look at the results for each group.  To do this, go to “DATA > SPLIT FILE” and click “compare groups”.  Select your moderator and put them into the “Groups Based on:” window.  Hit paste.  Now go to “ANALYSES > GLM > UNIVARIATE” and take the moderating variables out of the IV list.  Hit paste.  You should end up with syntax like this:

SORT CASES BY strength .

SPLIT FILE

  LAYERED BY strength .

UNIANOVA

  chooseig BY sali_hl

  /METHOD = SSTYPE(3)

  /INTERCEPT = INCLUDE

  /EMMEANS = TABLES(OVERALL)

  /EMMEANS = TABLES(sali_hl) COMPARE ADJ(LSD)

  /PRINT = DESCRIPTIVE ETASQ OPOWER HOMOGENEITY

  /CRITERIA = ALPHA(.05)

  /DESIGN = sali_hl .

*Type “SPLIT FILE OFF.” Below the last line, not forgetting the period.  Highlight and run the whole syntax, from sort to off. 
SORT CASES BY strength .

SPLIT FILE

  LAYERED BY strength .

UNIANOVA

  chooseig BY sali_hl

  /METHOD = SSTYPE(3)

  /INTERCEPT = INCLUDE

  /EMMEANS = TABLES(OVERALL)

  /EMMEANS = TABLES(sali_hl) COMPARE ADJ(LSD)

  /PRINT = DESCRIPTIVE ETASQ OPOWER HOMOGENEITY

  /CRITERIA = ALPHA(.05)

  /DESIGN = sali_hl .

SPLIT FILE OFF .
*You will notice that the n are incredibly small, reflecting the fact that with normal social psych samples this is a losing strategy (power too low, so that no matter how much heterogeneity of variance it’s not good to do).  
If you take the treatment mean square from the simple effect from each level of the moderator and divide by the error term from the original interaction you have the appropriate simple effect test using the pooled error term.  However, it’s easier to use the compare command in EMMEANS described above.
********************************************************************

*SYNTAX FOR a within subjects (repeated measures) design

********************************************************************

Analyse > General Linear Model > Repeated Measures ; 

· enter names of WS factors and the # of levels of each, hit ok;

· fill in the dvs as appropriate;

· click on options.  Using the mouse, highlight the IVs and their interaction in the “Factors and factor interaction(s)” and use the arrow to copy them into the the “Display means for” box.  Tick on “Compare main effects”.

· Still in the options, tick on Display Descriptive statistics, estimates of effect size, observed power, and homogeneity tests.

· If you have more than 2 levels of any factor, go to contrasts and change them from polynomial to one that makes sense (e.g., repeated, difference, simple).

· Hit paste.

GLM

  opa4 opb5 opc6 opd7 
  /WSFACTOR = factor1 2 Polynomial B 2 Polynomial 

  /METHOD = SSTYPE(3)

  /EMMEANS = TABLES(OVERALL)

  /EMMEANS = TABLES(factor1) COMPARE ADJ(LSD)

  /EMMEANS = TABLES(B) COMPARE ADJ(LSD)

  /EMMEANS = TABLES(factor1*B)

  /PRINT = DESCRIPTIVE ETASQ OPOWER

  /CRITERIA = ALPHA(.05)

  /WSDESIGN = factor1 B factor1*B  .

You report the omnibus tests from this main analysis (“Tests of within-subjects effects” table contains F, p value, and partial eta2p).  Because there are WS factors, you need to specify which p value you reported.   The Greenhouse-Geisser is pretty normal. (“In the analyses below, the Greenhouse-Geisser correction was employed but the full degrees of freedom are reported.”)

Again, you should pause to look at the within-subjects factors table (did you define the repeated measures correctly?), the descriptive stats table (do the means look ok)? Ignore the Mauchly’s test and the multivariate tests, as well as the ws contrasts (unless you asked for something). 

Assuming an absence of errors, proceed as above.  Given a significant interaction, it’s best to access the simple effects using COMPARE syntax, if this can be justified.

********************************************************************

*SYNTAX FOR a mixed design

********************************************************************

Analyse > General Linear Model > Repeated Measures ; 

· enter names of WS factor and the # of levels, hit ok;

· fill in the dvs as appropriate;

· Add in the between-groups IVs to the factors box
· click on options.  Using the mouse, highlight all the IVs and their interactions in the “Factors and factor interaction(s)” and use the arrow to copy them into the the “Display means for” box.  Tick on “Compare main effects”.

· Still in the options, tick on Display Descriptive statistics, estimates of effect size, observed power, and homogeneity tests.

· If you have more than 2 levels of any WS factor, go to contrasts and change them from polynomial to one that makes sense (e.g., repeated, difference, simple).  If you have more than 2 levels of any BS factor, pick a post hoc test that makes sense (e.g., Games-Howell)

· Hit paste.

GLM

  opa4 opb5 opc6 opd7 BY strength 

  /WSFACTOR = factor1 4 Repeated
  /METHOD = SSTYPE(3)

  /EMMEANS = TABLES(OVERALL)

  /EMMEANS = TABLES(factor1) COMPARE ADJ(LSD)

  /EMMEANS = TABLES(strength) COMPARE ADJ(LSD)

  /EMMEANS = TABLES(strength*factor1)

  /PRINT = DESCRIPTIVE ETASQ OPOWER

  /CRITERIA = ALPHA(.05)

  /WSDESIGN = factor1 

  /DESIGN = strength .

You report the omnibus tests from this main analysis (“Tests of within-subjects effects” for the WS effect and the interaction, and “tests of between-subjects effects” for the BS alone.  The tables contain F, p value, and partial eta2p which are to be reported.  Because there are WS factors, you need to specify which p value you reported.  (“In the analyses below, the Greenhouse-Geisser correction was employed for the analyses involving repeated-measures factors, but the full degrees of freedom are reported.”)

Again, you should pause to look at the within-subjects factors table (did you define the repeated measures correctly?), the descriptive stats table (do the means look ok) and the Levine test (how’s the heterogeneity)? 

Again, you should ignore the Mauchly’s test and the multivariate tests, as well as the ws contrasts (unless you asked for something specific). 

Assuming an absence of errors, proceed as above.  Given a significant interaction, it’s best to go straight to the simple effects using COMPARE syntax, if this can be justified.
Creating a graph in Excel for a two-way interaction in ANOVA

*THESE INSTRUCTIONS ARE OUT OF DATE FOR OFFICE 07 – but you can kind of work out the similarities.  If anyone wants to accrue good karma by updating the instructions for office 07 and e-mailing them to me for inclusion here, that would be great.

* You can adapt the excel file in the workshop files freely.

1. Open excel.

2. Type the names of the levels of the key IV in column E starting at E6 (to give yourself heaps of space) and going down a row for each level (E6 type High, E7 type Moderate, etc.).

3. Type the name of the key IV in D6.

4. Type the names of the levels of the moderator in F5, G5, etc.

5. Type the name of the moderator variable in F4.

6. Type the appropriate means in the cells.

7. Highlight the means for F6-Fwhatever (e.g., if there are 3 levels in the key IV, F6-8).

8. Click on the graph icon.

9. Leave it on column; click on next.

10. Click on the series tab at the top.

11. Where it says name click on the red arrow tab then on F5 (the name of the level of the moderator whose means are being shown).  Hit return.

12. Click on the Add button below the series box. 

13. Where it says values = {1} click on the red arrow and then highlight the means for G6 – Gwhatever (to select all the means for the key IV for the second level of the moderator).  Hit return.

14. Where it says name click on G6 (the name of the level of the moderator whose means are being shown).  Hit return.

15. Keep doing this till all levels of the moderator are entered.

16. Where it says category x axis labels, click on the red arrow and then on E6 to whatever (the names of the levels of the key IV).  Hit return.

17. Then hit next.

18. Where it says Category X axis, type the name of the key IV.

19. Where it says Value Y axis, type the name of the DV.

20. Leave the chart title blank.

21. Click next

22. Click finish

23. Double click on the white around the graph.  Where it says border automatic, click on none then ok (turns off the black border around the graph).

24. Double click on the gray inside the graph.  Where it says Area with the grey box depressed, click on none and ok (makes the inside of the graph white).

25. Double click on the legend.  Click on the font tab and change the size from 10 to 12.  

26. Double click on the line for the y axis.  Click on the font tab and change the size from 10 to 12.  Then click on the scale tab and change the minimum and maximum to make sense according to the scale of the DV (e.g., 1 to 7 instead of 0 to 7).  Double click on the label of the Y axis and change the font from 10 to 12.
27. Double click on the line for the x axis.  Click on the font tab and change the size from 10 to 12.  Double click on the label of the X axis and change the font from 10 to 12.

28. Double click on the colour for the first (lefthand) bar.  It comes up e.g. blue  – change to light gray.

29. Double click on the colour for the second (righthand) bar.  It comes up e.g. purple.  Click on area “fill effects” then on the pattern tab.  Change foreground to black (background should be white) then select a line pattern.

To import into word, click once on the white around the graph.  Go Edit > Copy.  Go to your word file.  Go Edit > Paste.  If necessary resize (the graph should be as wide as the page horizontally).

In manuscripts written according to APA format, each graph should appear on its own page.  The graphs are preceded by a page titled ‘Figure Captions’ that lists the figures in the manuscript.  E.g.:

Figure Captions

Figure 1. A beautiful graph.
